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Absorption vs. Emission
INTRODUCTION
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models are used to obtain scaling relations between the observable
Lyman-a surface brightness from the intergalactic gas surrounding the
quasar and the hydrogen column densities (see Extended Data Fig. 3).
These scaling relations are consistent with analytical expectations. Note
that the estimated column densities for scenario (1) depend on the
ionized gas clumping factor (C 5 ,ne

2./,ne.
2, where ne is the electron

density) below the simulation resolution scale, ranging from about 10
physical kpc for diffuse intergalactic gas to ,160 physical pc for the
densest regions within galaxies.

The results are presented in Fig. 4. The observed Lyman-a emission
requires very large column densities of ‘cold’ (T , 5 3 104 K) gas, up
to NH < 1022 cm22. The implied total, cold gas mass ‘illuminated’ by

a b

Figure 1 | Processed and combined images of the field surrounding the
quasar UM 287. a, b, Each image is 2 arcmin on a side, and the quasar is located
at the centre. In the narrow-band (NB3985) image (a), which is tuned to the
Lyman-a line of the systemic redshift for UM 287, we identify very extended

(,55 arcsec across) emission. The deep V-band image (b) does not show any
extended emission associated with UM 287. This requires the nebula to be line-
emission, and we identify it as Lyman-a at the redshift of the quasar.
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Figure 2 | Lyman-a image of the UM 287 nebula. We subtracted from
the narrow-band image the continuum contribution estimated from the
broad-band images (see Methods). The location of UM 287 is labelled with ‘a’.
The colour map and the contours indicates, respectively, the Lyman-a (Lya)
surface brightness (upper colour scale) and the signal-to-noise ratio per arcsec2

aperture (lower colour scale). The extended emission spans a projected
angular size of ,55 arcsec (about 460 physical kpc), measured from the
2s (,10218 erg s21 cm22 arcsec22) contours. The object marked with ‘b’ is an
optically faint (g< 23AB) quasar at the same redshift as UM 287 (see Extended

Data Fig. 2). The nebula appears broadly filamentary and asymmetric,
extending mostly on the eastern side of quasar UM 287 up to a projected
distance of about 35 arcsec (,285 physical kpc) measured from the 2s
isophotal. The nebula extends towards the southeast in the direction of the
optically faint quasar. However, the two quasars do not seem to be directly
connected by this structure that continues as a fainter and spatially narrower
filament. The large distance between the two quasars and the very broad
morphology of the nebula argue against the possibility that it may originate
from an interaction between the quasar host galaxies (see Methods).
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Figure 1. Composite continuum (top panels) and Lyα (bottom panels) images of our LAEs produced by the mean-combined method. From left to right panels,
we show z = 2.2, 3.1, 3.7, 5.7, and 6.6 LAE images.

Figure 2. Same as Fig. 1, but for the median-combined method.

Because the central profiles of large-scale PSFs are contaminated
by saturation, we connect the large-scale PSF to the small-scale PSF
(Section 2.2) in the radius range with no saturation effects. Fig. 4
indicates that the large-scale PSFs provide fluxes much fainter than
the Lyα emission by !2–3 magnitudes, and that the profile shape
of large-scale PSF are clearly different from those of extended Lyα.
We thus confirm that the large-scale PSFs do not mimic the extended
Lyα profile of our LAEs.

3.2 Tests for all systematic errors

In Section 3.1, we rule out the possibility that the large-scale PSFs
give spurious signals mimicking extended Lyα. However, there are
a number of unknown systematics that include flat-fielding and sky-
subtraction errors. Although the large-scale flat-fielding error may
not be a major source of systematics in our high-quality images

of Suprime-Cam, one needs to carefully evaluate total errors con-
tributed from all sources of systematics. We carry out image stacking
for objects that are not LAEs, which are referred to as non-LAEs.
Because non-LAEs have no intrinsically extended emission-line
haloes like LAHs, extended profiles of non-LAE composite im-
ages should be given by a total of all systematic effects. We thus
make composite images of non-LAEs, and investigate how much
systematics the total of all systematic errors produce.

First, we randomly choose non-LAEs with the same number as
our LAEs. These non-LAEs have size and NB-magnitude distribu-
tions same as those of our LAE samples (Fig. 5). To make a Lyα

image of the non-LAE sample, we normalize a composite contin-
uum image to match the total flux of a composite NB image, and
then subtract the continuum image from the composite NB image.
We investigate whether an artificial extended profile appears in the
Lyα image of non-LAEs. To reveal uncertainties of this estimate, we
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Cross-Correlation Intensity Mapping
INTRODUCTION
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Data
1. MY STUDY : ANALYSIS

The Hyper-Suprime-Cam Strategic Subaru Program
(s18a data release)

Area : 
4 deg2

z = 5.7 LAEs
(N = 425)

z = 6.6 LAEs
(N = 396)

NB816 Image
(z=5.7 Lyα map)

NB921 Image
(z=6.6 Lyα map)

Source position Intensity MapCross
Correlation

UD COSMOS UD SXDS

ü Mask
• Bright source
• Detected (S/N > 5)

ü 5σ clipping

�Cosmic Shadow 2018 @ Ishigaki-island
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Cross-Correlation and systematics
1. MY STUDY : ANALYSIS
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Test for All systematic errors 

G-dropout  
(z ~4)

NB Images
(NB816, NB921)

l PSF 
l Sky subtraction 
l Unknown systematics

Same number and mag. 
distribution as LAEs

Cross
Correlation

Source position Intensity Map
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RESULT

l Consistent with Lyα Halo studies at ≲ 20 pkpc scale
l More extending to ~ 100kpc

1. MY STUDY : RESULT

�Cosmic Shadow 2018 @ Ishigaki-island

LAE × z6.6 Lyα
LAE × z5.7 Lyα

MUSE LAH

Kakuma et al. in prep.
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❑ I told some of you different result from HSC-SSP s17a release

❑ HSC-SSP s18a data was released this summer
l Difference : Global Sky Subtraction

S18a data release
1. MY STUDY : RESULT

global sky subtraction

# with very large binSize

Ø Large mesh grid size
Ø Estimate sky revel beyond each 

patches
ü May be better than previous 

method… (still checking) 

s17a

�Cosmic Shadow 2018 @ Ishigaki-island

s18a

Kakuma et al.
in prep.
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Origin of diffuse Lyα emission

❑ Many possibility and 
Many explanation 
(observation & simulation)

ü We need multiple information

1. MY STUDY : DISCUSSION

Scattering FluorescentCold gas 
streams

Galaxy
Clustering

Lyα Hα UV (continuum)

Outflow The Astrophysical Journal, 739:62 (12pp), 2011 October 1 Zheng et al.

Figure 2. Surface brightness profile of extended Lyα emission from stacked
narrowband images for sources residing in halos of 1011 h−1 M⊙. Top panel:
the two thick solid curves are from mean and median stacked noise-free images,
respectively. The associated dotted curves indicate the scatter around the mean
surface brightness, based on stacked images from three SXDS-like fields in our
model. The thin solid curve is from the median stacked noise-added images,
where the Poisson photon noise (source + sky) is computed for a 4 hr exposure
with the Subaru telescope. The upper horizontal dotted line is the surface
brightness level corresponding to the 1σ sky noise in a 2′′ diameter aperture,
assuming a 4 hr exposure with the Subaru telescope. It drops to the lower
horizontal dotted line if 100 sources are stacked. The horizontal dot-dashed
line is the global mean Lyα surface brightness if the Lyα flux from all the
sources in each field is uniformly distributed across the field. Bottom panel: the
cumulative Lyα luminosity distributions from the stacked images. The dashed
line denotes the intrinsic Lyα luminosity of one source residing in a halo of
1011 h−1 M⊙. The dot-dashed line is the profile from the global mean surface
brightness profile, which is ∝ R2.
(A color version of this figure is available in the online journal.)

The surface brightness profile from the stacked image shows
a few interesting features. It has two characteristic scales that
are associated with steep changes in the profile slope. The inner
slope change occurs at Rin ∼ 0.1 h−1 Mpc (possibly an upper
limit, see Section 2.5) and the outer one at Rout ∼ 1 h−1 Mpc.
Inside the inner characteristic radius Rin, the profile appears as a
central cusp, roughly following a steep power law. Between the
inner and outer characteristic radii, Rin <R <Rout, the surface
brightness decreases slowly with increasing radius, close to a
plateau. Beyond the outer characteristic radius Rout, the surface
brightness profile steepens and drops, forming an extended tail.
As shown later, the two scales have clear physical meanings.

With the mean surface brightness profile, we compute the
cumulative luminosity as a function of projected radius (bottom

panel of Figure 2). It turns out that the luminosity from the
stacked image does not converge at large radius. Because of the
plateau in the surface brightness profile, the luminosity profile
approximately follows R2, a trend similar to that from the global
mean surface brightness (dot-dashed line). The global mean
profile is computed by uniformly distributing the total Lyα flux
in the original narrowband image across the whole image. The
plateau in the stacked surface brightness profile has a much
higher amplitude than the global mean. As we show later, the
higher signal is caused by the clustered neighboring sources.

In the top panel of Figure 2, we also show the level of sky
noise (dotted lines). The calculation is based on a 4 hr ob-
servation with the NB816 filter using the Subaru telescope,7
which is roughly the setup for the survey of z ∼ 5.7 LAEs
in SXDS (Ouchi et al. 2008). In the NB816 band, the sky
(AB magnitude of 20.4 mag arcsec−2 in a dark night) has a sur-
face brightness of fsky ∼ 1.36 × 10−15 erg s−1 cm−2 arcsec−2.
The mean sky photon count in a 2′′ diameter aperture
from a 4 hr exposure with the Subaru telescope reaches
Nsky ∼ 7.1 × 106. Therefore, the 1σ sky noise in a 2′′ di-
ameter aperture corresponds to a surface brightness level
of fsky/

√
Nsky ∼ 5.1 × 10−19 erg s−1 cm−2 arcsec−2, which is

higher than the signal of interest on large scales (Figure 2).
The noise per pixel is expected to be suppressed by

√
N with N

sources stacked. The suppression works even better for detect-
ing the signal at large radii, because the annuli used to compute
the mean surface brightness profile can be much larger than the
2′′ aperture. Within each annulus, however, the noise in differ-
ent pixels is correlated, since the same pixel from the original
image may fall into the annulus several times from centering
different sources. The correlations need to be accounted for in
estimating the noise level at each radius for the stacked profile.
In practice, given the low surface brightness of the extended
Lyα emission and the high sky noise level, stacking the image
before subtracting the continuum and sky may help to reduce
errors caused by such subtraction and to increase the sensitivity.

2.2. Decomposition of the Lyα Surface Brightness Profile
in the Stacked Image

To understand the features in the stacked Lyα surface bright-
ness profile and the origin of the two characteristic scales, we
perform a test by assigning artificial surface brightness profiles
for individual sources. The image of each source (in halos above
5 × 109 h−1 M⊙) is assumed to be a circular disk of radius Rs
with uniform surface brightness normalized such that the total
luminosity is the intrinsic Lyα luminosity from the source. That
is, we replace the intrinsic point source with a uniform “see-
ing” disk or (equivalently) modify it by a top-hat point-spread
function (PSF). We then follow the same procedure as above to
form the stacked image for sources in 1011 h−1 M⊙ halos and
derive the Lyα surface brightness profile. No radiative transfer
is performed in this artificial model, and we use it to illustrate
the effect of source extent combined with source clustering.

Figure 3 shows the series of surface brightness profiles with
different “seeing” disk radii Rs. For a small “seeing” disk
radius (Rs = 0.08 h−1 Mpc), sources are close to point-like.
The central spike (inside Rs) is clearly seen in the profile from
the stacked image. Outside of this radius, we still see signals,
which are obviously contributed from neighboring sources as a
result of clustering.

7 We use the Subaru Imaging Exposure Time Calculator at
http://www.naoj.org/cgi-bin/img_etc.cgi.
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Croft et al. 2016
❑ Cross-correlation between 

Lyα emission (SDSS fiber spectra) × Quasar

2. Absorption line studies with Cross-correlation Intensity Mapping : Croft et al. +18

Lyman α emission intensity 3545

Figure 2. The quasar–Ly α emission cross-correlation function, ξqα(r) (see
equation 1). The points represent results for the fiducial sample that covers
redshift range 2.0 < z < 3.5. The error bars have been calculated using a
jackknife estimator and 100 subsamples of the data. The smooth curve is
a best-fitting linear CDM correlation function (see Section 3.2). The top
panel shows the ξqα(r) results with a log y-axis scale, and the bottom panel
displays rξqα(r) on a linear scale in order to allow points which are negative
to be visible.

where δ = (ρ − ⟨ρ⟩)/⟨ρ⟩ and ρ is the matter density field. The
factor bα in equation (3) relates fluctuations δµ in the Ly α surface
brightness µ to matter fluctuations according to

δµ = µ − ⟨µ⟩
⟨µ⟩

= bαδ. (5)

In the absence of radiative transfer effects (Zheng et al. 2011a; see
Section 6.4), the Ly α surface brightness µ is proportional to the
Ly α luminosity density ρL of the underlying star-forming galaxy
population. The fluctuations δL of the latter can be characterized by
the bias factor bL,

δL = ρL − ⟨ρL⟩
⟨ρL⟩

= bLδ, (6)

and we have bα = bL. As bL reflects weighting by luminosity rather
than by number, it is likely to be significantly higher than bLAE, be-
cause higher luminosity emitters tend to be more strongly clustered.

The radiative transfer effect modifies this relation to bα = bL + α1

with α1 a positive number (see Section 6.4). Overall, we expect bα

to be substantially higher than bLAE. We will return to this topic in
Section 5.

We use the linear CDM transfer function of Lewis, Challinor &
Lasenby (2000) to compute ξ (r). In our computations we choose
to vary the shape of the correlation function by changing %m, the
matter density, in the context of the &CDM model, keeping the other
parameters which influence the shape (such as h , and the baryon
density %b) fixed. Parameters have been reported for the best-fitting
&CDM model to the Planck satellite data by Planck Collaboration
XVI et al. (2014). We assume Planck values for %b = 0.049 and the
spectral index ns = 0.9603 but set h = 0.7. Note that we are merely
using %m to parametrize the shape of the correlation function to see
if it is consistent with other observations, and are not presenting
our results for %m as properly marginalized measurements of that
parameter.

The other free parameter is the amplitude, bqbα fβ⟨µ⟩. We as-
sume in all cases that the underlying amplitude of mass fluctuations
σ 8(z = 0) = 0.83, and therefore that σ 8(z = 2.55) = 0.294, again
consistent with Planck Collaboration XVI et al. (2014).

We fit our model to the data in Fig. 2 by varying these two
parameters. The χ2 value is given by

χ2 =
∑

N

[
ξ obs

qα (ri) − ξmod
qα (ri)

]
C−1

ij

[
ξ obs

qα (rj ) − ξmod
qα (rj )

]
, (7)

where the sum is over the N = 20 bins, ξ obs
qα (ri) is the observed

cross-correlation measured in bin i, ξmod
qα (ri) is the model prediction

for bin i, and Cij is the covariance matrix computed using our 100
jackknife samples in equation (2).

The best-fitting values and 1σ error bars are as follows:

bqbαfβ⟨µ⟩ = 3.33+0.41
−0.43 × 10−20 erg s−1 cm−2 Å−1 arcsec−2, (8)

and %m = 0.296+0.103
−0.071. The shape parameter %m is consistent with

the best-fitting value from the Planck satellite results (Planck Col-
laboration XVI et al. 2014, %m = 0.30). The 1σ , 2σ and 3σ

confidence contours in these parameters considered together (i.e.
*χ2=2.3, 6.17 and 11.8) are displayed along with the best-fitting
values in Fig. 3.

Our linear fit to the isotropically averaged correlation function
neglects non-linear effects and redshift measurement errors. We
leave more detailed non-linear and halo modelling of the correlation
function to future work.

3.3 Clustering transverse and parallel to line of sight

We also compute the quasar–Ly α cross-correlation as a function
of r∥ and r⊥ , the quasar–pixel pair separation along and across the
line of sight, shown in Fig. 4, on a linear scale. We can see that
the contours are relatively symmetric about the r∥ = 0 axis and
somewhat stretched along the r∥ direction. Font-Ribera et al. (2013)
found a redshift offset between quasars and the Ly α forest of δz =
−160 km s−1, due to the quasar catalogue redshifts being on average
too small by this amount. This correlation resulted in the quasar–
Ly α forest cross-correlation being shifted upwards by this amount.
The precision of the quasar–Ly α emission cross-correlation in our
paper is smaller, but visual inspection of Fig. 4 reveals that the
position of the centroid of the cross-correlation is consistent with a
small upward shift of this magnitude (1.6 h −1 Mpc at this redshift).

On the scales where the cross-correlation is easy to discern (r
! 20h −1 Mpc), there is no sign of compression due to linear infall
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Figure 2. The quasar–Ly α emission cross-correlation function, ξqα(r) (see
equation 1). The points represent results for the fiducial sample that covers
redshift range 2.0 < z < 3.5. The error bars have been calculated using a
jackknife estimator and 100 subsamples of the data. The smooth curve is
a best-fitting linear CDM correlation function (see Section 3.2). The top
panel shows the ξqα(r) results with a log y-axis scale, and the bottom panel
displays rξqα(r) on a linear scale in order to allow points which are negative
to be visible.

where δ = (ρ − ⟨ρ⟩)/⟨ρ⟩ and ρ is the matter density field. The
factor bα in equation (3) relates fluctuations δµ in the Ly α surface
brightness µ to matter fluctuations according to

δµ = µ − ⟨µ⟩
⟨µ⟩

= bαδ. (5)

In the absence of radiative transfer effects (Zheng et al. 2011a; see
Section 6.4), the Ly α surface brightness µ is proportional to the
Ly α luminosity density ρL of the underlying star-forming galaxy
population. The fluctuations δL of the latter can be characterized by
the bias factor bL,

δL = ρL − ⟨ρL⟩
⟨ρL⟩

= bLδ, (6)

and we have bα = bL. As bL reflects weighting by luminosity rather
than by number, it is likely to be significantly higher than bLAE, be-
cause higher luminosity emitters tend to be more strongly clustered.

The radiative transfer effect modifies this relation to bα = bL + α1

with α1 a positive number (see Section 6.4). Overall, we expect bα

to be substantially higher than bLAE. We will return to this topic in
Section 5.

We use the linear CDM transfer function of Lewis, Challinor &
Lasenby (2000) to compute ξ (r). In our computations we choose
to vary the shape of the correlation function by changing %m, the
matter density, in the context of the &CDM model, keeping the other
parameters which influence the shape (such as h , and the baryon
density %b) fixed. Parameters have been reported for the best-fitting
&CDM model to the Planck satellite data by Planck Collaboration
XVI et al. (2014). We assume Planck values for %b = 0.049 and the
spectral index ns = 0.9603 but set h = 0.7. Note that we are merely
using %m to parametrize the shape of the correlation function to see
if it is consistent with other observations, and are not presenting
our results for %m as properly marginalized measurements of that
parameter.

The other free parameter is the amplitude, bqbα fβ⟨µ⟩. We as-
sume in all cases that the underlying amplitude of mass fluctuations
σ 8(z = 0) = 0.83, and therefore that σ 8(z = 2.55) = 0.294, again
consistent with Planck Collaboration XVI et al. (2014).

We fit our model to the data in Fig. 2 by varying these two
parameters. The χ2 value is given by

χ2 =
∑

N

[
ξ obs

qα (ri) − ξmod
qα (ri)

]
C−1

ij

[
ξ obs

qα (rj ) − ξmod
qα (rj )

]
, (7)

where the sum is over the N = 20 bins, ξ obs
qα (ri) is the observed

cross-correlation measured in bin i, ξmod
qα (ri) is the model prediction

for bin i, and Cij is the covariance matrix computed using our 100
jackknife samples in equation (2).

The best-fitting values and 1σ error bars are as follows:

bqbαfβ⟨µ⟩ = 3.33+0.41
−0.43 × 10−20 erg s−1 cm−2 Å−1 arcsec−2, (8)

and %m = 0.296+0.103
−0.071. The shape parameter %m is consistent with

the best-fitting value from the Planck satellite results (Planck Col-
laboration XVI et al. 2014, %m = 0.30). The 1σ , 2σ and 3σ

confidence contours in these parameters considered together (i.e.
*χ2=2.3, 6.17 and 11.8) are displayed along with the best-fitting
values in Fig. 3.

Our linear fit to the isotropically averaged correlation function
neglects non-linear effects and redshift measurement errors. We
leave more detailed non-linear and halo modelling of the correlation
function to future work.

3.3 Clustering transverse and parallel to line of sight

We also compute the quasar–Ly α cross-correlation as a function
of r∥ and r⊥ , the quasar–pixel pair separation along and across the
line of sight, shown in Fig. 4, on a linear scale. We can see that
the contours are relatively symmetric about the r∥ = 0 axis and
somewhat stretched along the r∥ direction. Font-Ribera et al. (2013)
found a redshift offset between quasars and the Ly α forest of δz =
−160 km s−1, due to the quasar catalogue redshifts being on average
too small by this amount. This correlation resulted in the quasar–
Ly α forest cross-correlation being shifted upwards by this amount.
The precision of the quasar–Ly α emission cross-correlation in our
paper is smaller, but visual inspection of Fig. 4 reveals that the
position of the centroid of the cross-correlation is consistent with a
small upward shift of this magnitude (1.6 h −1 Mpc at this redshift).

On the scales where the cross-correlation is easy to discern (r
! 20h −1 Mpc), there is no sign of compression due to linear infall
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l Extended Lyα emission to ~15 cMpc
l Clustering of galaxies

❑ Problem 
Ø Very high !SFR (~0.3 @ z = 2.5)
Ø Light from other quasars spatially clustered can contaminate 

nearby galaxy fibers 
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Figure 4. The projected quasar-Ly↵ emission cross-correlation function
from BOSS compared to the small-scale results of Cantalupo et al. (2014)
and Borisova et al. (2016). The BOSS results have been evaluated by pro-
jection into a pseudo narrow band with the same mean width as used by
Borisova et al. (2016) (see text). The dashed line represents a power law
wq↵ = 3.5 ⇥ 10�19r�1.5 erg s�1 cm�2 arcsec�2.

found. These observations were stacked by Borisova et al. , yielding
the circularly averaged surface brightness profile around quasars.

In Figure 4, we show the Borisova mean Ly↵ profile, as well as
the circularly averaged Ly↵ surface brightness profile of the “Slug”
nebula (Cantalupo et al. 2014). We have used (1 + z)4 surface
brightness dimming to convert the Cantalupo et al. and Borisova et
al. results to what they would be at the mean redshift of our present
measurement (z = 2.5). In order to compare to our measurement of
⇠q↵ we project our results to account for the fact that the IFU obser-
vations have been projected into a pseudo narrow band. Borisova
et al. fix the width of their pseudo-NB images to the maximum
spectral width of the nebulae. These vary from 105 Å to 23.75 Å,
with a mean width of 43.02 Å. This mean filter width translates
to a comoving line of sight distance of rNB = 20.75h

�1Mpc. We
therefore take the ⇠q↵ (rk, r?) measurement shown in Figure 3 and
collapse the region between rk = ±20.75/2 h

�1Mpc along the rk
axis and plot the result as a function of r?. We label the result wqe,
and show it in Figure 4, along with the Cantalupo et al. and Borisova
et al. results.

We can see from Figure 4 that although there is not coincidence
in spatial scales between the SDSS and IFU meaasurements, the
scales are almost overlapping. The largest scale datapoint for the IFU
data is at 0.4h

�1Mpc, and the smallest SDSS point is at 0.7h
�1Mpc.

An extrapolation of the small scale IFU data appears to be reason-
ably consistent with the SDSS wqe(r). In order to guide the eye, we
plot a power law w(qe) = 3.5 ⇥ 10�19

r
�1.5 erg s�1 cm�2 arcsec�2.

This curve has no physical significance but appears to follow the
broad trend seen in the data. This power law in Ly↵ surface bright-
ness, seen over three orders of magnitude in spatial scale may indi-
cate that the physical process or at least the quasar energetic output
responsible for the small scale emission profile seen continues to
act detectably 10 h

�1Mpc from quasars.

4 LYMAN-ALPHA FOREST-LYMAN-ALPHA EMISSION
CROSS-CORRELATION

If the Ly↵ emission seen in Section 3 were uniformly tracing the
large-scale structure of the Universe, one would expect there to
be significant Ly↵ surface brightness in regions that are far from
quasars. The quasar-Ly↵ cross-correlation function is not the best
way to probe this, due to the fact that the ⇠q↵ measurement is below
the noise level at large quasar-pixel separations. In Figure 1 we can
see that this occurs at scales r � 15h

�1Mpc. The luminosity func-
tion of SDSS quasars at redshift z ' 2.5 is� = 10�5.8Mpc�3mag�1

at the i = 21.8 limit of the survey (DR9, Ross et al. 2013). The mean
interquasar separation is approximately 50h

�1Mpc. The volume
fraction of space sampled by quasars is therefore (15/50)3 = 0.03,
and should be supplemented by a more space-filling tracer of Ly↵
emission to truly test whether the Ly↵ emission seen in Figure 1 is
due to star forming galaxies.

The Ly↵ forest of absorption by neutral hydrogen in quasar
spectra o�ers an alternative. The Ly↵ forest has long been used
as a probe of the cosmic density field at the relevant redshifts.
The physical processes governing the state of the IGM are simple,
and its absorption properties are those first described by Gunn and
Peterson (1965), leading to its characterization as the “Fluctuating
Gunn-Peterson E�ect” (Weinberg et al. 1997). On scales larger
than a pressure smoothing scale (of order 0.1h

�1Mpc, Peeples et al.
2010), the forest acts as a biased tracer of the density field. When
dealing with Ly↵ forest clustering it is customary to define the
“flux overdensity”, �F, from the observed flux “F” in a spectrum as
follows:

�F =
F

hFi � 1. (7)

�F is a quantity with zero mean. On large scales, the quantity �F is
related to the mean overdensity of matter by linear bias factor b f
Because the Ly↵ forest is saturated in regions of high density, the
clustering of the forest has a relatively low amplitude, and therefore
a low bias factor. McDonald (2003) carried out a determination
of the bias factor expected in CDM models, finding b = �0.1511.
This is approximately consistent with e.g., the measurements of
the Ly↵ forest autocorrelation function by Slosar et al. (2011),
which yield b = �0.2 ± 0.02. Because the quasar flux in a Ly↵
forest spectrum is absorbed more (lower flux) in regions of low
density and is absorbed less (higher flux) in regions of high density,
the relationship between �F and �, the matter overdensity has a
negative bias factor, b f . This can be seen in various contexts, such
as the negative cross-correlation function of quasars and the Ly↵
forest (Font-Ribera et al. 2014). The amplitude of the Ly↵ forest-
emission correlation is therefore expected to be negative in models
where high overdensities of matter (and Ly↵ emission) lead to
increased Ly↵ absorption.

The forest has been used in a variety of cosmological measure-
ments, including the determination of the Baryon Acoustic Oscilla-
tion scale from Ly↵ forest clustering at high redshifts (Busca et al.
2013, Slosar et al. 2013). In our case we will use it to probe cosmic
Ly↵ emission using cross-correlation. In SDSS DR12, the num-
ber of high redshift z > 2.15 quasar spectra is 175244 over 9376
square degrees of spectroscopic e�ective area. This leads to a mean
sightline separation of comoving ⇠ 17h

�1Mpc. This relatively high
density of sightlines makes it possible to reconstruct the large-scale
structure of the cosmic density field at these redshifts with higher
resolution than is possible with current galaxy or quasar surveys
(e.g., Ozbek and Croft 2016). The cross-correlation function of the
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❑ Cross-correlation between 
Lyα emission × Quasar and 
Lyα forest × Quasar

l Lyα forest : a tracer of the density field
Ø Sensitive to very large scale

l No detection

❑ Consistent with extrapolation of 
quasar nebulae

Lyman-↵ intensity mapping 7

Ly↵ forest and Ly↵ emission, ⇠f↵ will therefore also be much
better sampled, with many more Ly↵ forest- Ly↵ emission pixel
pairs at any separation than was the case with ⇠q↵ .

We compute ⇠f↵ from our data samples in a similar fashion
to the quasar-Ly↵ emission cross correlation (Equation 1). Our
estimator is

⇠fe(r) =
1ÕN (r)

i=1 wri

N (r)’
i=1

wri�µ�F, (8)

where �F is the Ly↵ forest flux overdensity.
We use the same 160 subvolumes of the survey to construct

jackknife samples, and use these to compute errors bars as was done
with ⇠q↵ . As with ⇠q↵ , we have found that there is some cross-fibre
light which could a�ect the measurement. We again do not use pairs
of Ly↵ forest and Ly↵ emission pixels which are separated by 5
fibres or less in computing Equation 8. After doing this, again as
with ⇠q↵ , a small amount of residual light contamination remains
due to quasar clustering. This can be removed either by subtracting
a model for the contamination or by completely removing all fibres
with �fibre  5 from the sample. In Appendix A we carry out tests
on both of these methods, and show that there is no significant
di�erence in our conclusions when either is used, or even if the
contamination is not corrected for (it is very small in the case of ⇠f↵
).

In Figure 5 we show our results (in this case the modelled
contamination has been subtracted). We can see that there does
not appear to be any strong evidence for a non-zero ⇠f↵ signal.
We will see later that a model fit shows that this is indeed a null
result. Comparing Figure 5 to Figure 1, the y-axis scale has been
magnified by a factor of 10, so that the overall signal in the quasar-
emission correlation would be completely o� the top of the panel in
the current plot. Because the bias factor of the forest is much lower,
however, one would expect the ⇠f↵ signal to be much smaller than
⇠q↵ . We now examine this expectation in the context of the model
where the Ly↵ emission surface brightness traces the large-scale
structure of the Universe.

We have seen in Section 3.1 that if the ⇠q↵ signal seen is
due to star forming galaxies which trace structure, then a very
high mean Ly↵ surface brightness of hµ↵i = (1.9 ± 0.5) ⇥
10�21(3/b↵) erg s�1 cm�2 �1 arcsec�2 . is inferred, and this Ly↵
emission is associated with a star formation rate ⇢SFR(z = 2.55) =
(0.14±0.04)(3/b↵) M� yr�1 Mpc�3 . In C16, a qualitatively similar
conclusion was reached (although the results were approximately
a factor of two higher due to the presence of contamination from
quasar clustering). We are now in a position to test this model, as it
predicts that for ⇠f↵ we should see the same shape as ⇠q↵ from Fig-
ure 1, but with the amplitude scaled down by a factor of (-0.3/3.6),
which is the ratio of the Ly↵ forest bias factor to the quasar bias
factor. This value of -0.3 for the forest bias factor is approximate
(see Slosar et al 2011), and includes the e�ect of redshift space dis-
tortions (b f� = �0.3, see Section 4.1). Quasar redshift distortions
have a negligible e�ect on the clustering amplitude in this context.
We have plotted this prediction as a dot-dashed line in Figure 5. We
can immediately see that it is not consistent with the DR12 results,
which indicates that the Ly↵ emission seen in ⇠q↵ cannot be spread
throughout space with a high surface brightness.

The other solid line in Figure 5 shows the predicted ⇠f↵ curve
that corresponds to the same model, but with a much lower mean
surface brightness of Ly↵ emission, that due to the summed emis-
sion of known Ly↵ emitters. The results of Gronwall et al. (2007)

Figure 5. The cross-correlation function of Ly↵ emission and the Ly↵
forest, ⇠f ↵ for spectra from BOSS DR12 (points with error bars) as a
function of Ly↵ emission - Ly↵ forest pixel pair separation. The solid line
shows the predicted cross-correlation function if the Ly↵ emission were
tracing the large-scale structure of the Universe (for example being caused
by star forming galaxies), and the mean surface brightness of Ly↵ emission
in the Universe is given by the contribution of all individually detected
Ly↵ emitters. It should be noted that the predicted amplitude of ⇠f ↵ is
negative (because the Ly↵ forest has negative bias). The dashed line shows
the predicted cross-correlation function if the Ly↵ emission were tracing
the large-scale structure of the Universe but the mean surface brightness of
Ly↵ emission was at the very high level needed to account for the results in
G. This is clearly ruled out, indicating that the mean surface brightness of
Ly↵ emission must be at a lower level.

have shown that these correspond to a star formation rate at z ⇠ 2.5
observed through Ly↵ of ⇢SFR = 0.01 M�yr�1. This is a factor
of ⇠ 15 smaller than the high surface brightness model. By eye,
it is apparent that this very low amplitude curve is not very dif-
ferent from zero given the error bars of the DR12 result. As such,
the observed Ly↵ forest-Ly↵ emission cross-correlation appears to
be consistent with known Ly↵ emitters. It is however possible to
use ⇠f↵ to place limits on the presence of other Ly↵ emission
that traces cosmic structure, including very low surface brightness
emission that would not have been detected in Ly↵ emitter surveys.

4.1 Linear CDM fit to forest-emission cross-correlation:
model G

We do this by carrying out model fitting, using the same biased
linear CDM correlation function used in Section 3.1 (model G).
The amplitude parameter in the present case is bf b↵ f� hµi , and the
shape parameter is again ⌦m. In figure 6 we show the contours of
��2 in this parameter space. We can see that the best fit model has
a positive amplitude (the opposite sign to that expected for ⇠f↵ ),
but that it is consistent with zero at the ⇠ 1� level, as we expected
given our visual impression of Figure 5. The best fit parameters are

bf b↵ f� hµi = (2.5 ± 1.8) ⇥ 10�22 erg s�1 cm�2 �1 arcsec�2, (9)

and ⌦m = 0.691+2.06
�0.47. In Figure 6 we have plotted symbols repre-

senting the high surface brightness Ly↵ model, and the Ly↵ model
representing known Ly↵ emitters. The former lies at a ��2 = 56.5
from the best fit, indicating that it is ruled out at the 7.5� level.
The latter is within ��2 = 3.7 of the best fit, indicating that it
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Future study
❑ We can cross-correlate with ANYTHING.
l Absorption line ×

Quasar, Galaxy, emission (Lyα, metal line), e.t.c.
❑ Synergy between absorption and emission
l Large scale matter distribution and physical condition

2. Absorption line studies with Cross-correlation Intensity Mapping

��Cosmic Shadow 2018 @ Ishigaki-island

u Ongoing or upcoming survey
Ø HETDEX : 420 deg2, 350–550 nm
Ø LAEPAU : 100deg2, 40NB+5BB,450-850nm
Ø J-PAS      :  8000 deg2, 56 NB 
Ø SPHEREx : Allsky, spectra, resoluton: 6" 

u Already available data
Ø SDSS fiber, Subaru NB, etc.
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① My study 

② Absorption line studies w/ Cross-correlation Intensity Mapping

❑ Complemental study to trace a matter density distribution
l Abs. : neutral gas,  Emi. : ionized gas (+ neutral gas)
❑ Many available and upcoming valuable data-set

Summary

❑ NEW sky estimating method 
l Still checking now
❑ Lyα halo may be more extending
❑ We needs multiple information
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Kakuma et al.
in prep.


